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Large-scale encoding of emotion concepts 
becomes increasingly similar between 
individuals from childhood to adolescence

M. Catalina Camacho    1 , Ashley N. Nielsen2, Dori Balser3, Emily Furtado2, 
David C. Steinberger3, Leah Fruchtman3, Joseph P. Culver1,4,5,6,7, 
Chad M. Sylvester1,2 & Deanna M. Barch    1,2,3

Humans require a shared conceptualization of others’ emotions for 
adaptive social functioning. A concept is a mental blueprint that gives our 
brains parameters for predicting what will happen next. Emotion concepts 
undergo refinement with development, but it is not known whether their 
neural representations change in parallel. Here, in a sample of 5–15-year-old 
children (n = 823), we show that the brain represents different emotion 
concepts distinctly throughout the cortex, cerebellum and caudate. 
Patterns of activation to each emotion changed little across development. 
Using a model-free approach, we show that activation patterns were more 
similar between older children than between younger children. Moreover, 
scenes that required inferring negative emotional states elicited higher 
default mode network activation similarity in older children than younger 
children. These results suggest that representations of emotion concepts 
are relatively stable by mid to late childhood and synchronize between 
individuals during adolescence.

A critical social skill developed in childhood is the ability to discern 
and interpret emotions of other people. To aid in emotion percep-
tion and inference in real time, it is theorized that our brains use  
established concepts—blueprints for how specific interactions typi-
cally unfold—for prediction1–4. Behavioral work has indicated that con-
cepts for how to glean emotion-related cues from the environment 
begin developing shortly after birth5, although it is unclear how the  
brain develops these concepts or to what extent such concepts are 
shared across individuals. Indeed, separate studies have elucidated 
changes in brain structure and function across childhood and adoles-
cence6–8 and changes in activation to different emotions9,10, none of 
which use contextualized stimuli that would activate naturalistic emo-
tion concepts. Thus, to understand how children develop real-world 

emotion concepts, we must investigate how the brain encodes emo-
tional cues with complete narrative/social context. Several questions 
remain. How are emotion concepts represented in the brain? Does  
this representation change across childhood and adolescence as  
children develop and refine their emotion reasoning skills? Identify-
ing how emotion concept development and neurodevelopment are  
linked would provide fundamental insight into not only how emotional 
development occurs in conjunction with neuroplasticity but also when 
we may best intervene to improve health outcomes in children at  
risk for common psychiatric disorders that are associated with  
dysfunctions in emotion perception and inference.

Emotion perception and inference includes complex processes: 
detecting information or pertinent cues, attending to important or 
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(3) what specific emotional contexts elicit shared and diverse activa-
tion responses with respect to developmental stage. Furthermore, 
we used a discovery and replication approach in all analyses to ensure 
generalization of our findings. We predict that emotion categories will 
have distinct representations in the brain, reflecting a shared func-
tional understanding of these complex socio-emotional cues. Based 
on the behavioral emotion development literature, we expect changes 
across adolescence to reflect refinement of emotion processing, which 
would likely be reflected in change in higher-order cognitive networks 
that integrate sensory signals. It is possible that emotion processing 
changes in a manner that is not well captured by linear or curvilinear 
processes. For instance, activation may stabilize across development, 
resulting in older children having more similar activation patterns 
(convergence on a shared concept), or activation may diverge across 
development, reflecting individual differences in experiences or expec-
tations. Thus, we examined the viability of converging or diverging 
models of development using similarity analysis in addition to exam-
ining linear and curvilinear patterns. Data were pre-processed using 
the Human Connectome Project minimal processing pipeline47, and 
post-processing and analysis were carried out in Python (code available 
at https://github.com/catcamacho/hbn_analysis).

Results
Contextualized emotions are represented throughout the 
brain
Videos were processed using the EmoCodes system48, a standard-
ized coding system that we developed to characterize emotional/
non-emotional and low-level/high-level information in cartoon videos, 
which cannot be characterized using existing algorithms designed 
for live-action stimuli. Using this system, we derived traces (adult rat-
ings) of general (positive and negative) and specific (angry, happy, 
sad, fearful and excited) emotion content as well as potential low-level 
covariates (see Appendix A for full video characterization). We esti-
mated activation to each contextualized emotion by convolving each 
emotion-specific timeseries (rescaled to a range of 0–1) with the hemo-
dynamic response function and entering them into a general linear 
model (GLM) predicting each parcel’s blood-oxygen-level-dependent 
(BOLD) signal. The general emotions activation model included positive 
emotion, negative emotion, brightness, loudness, spoken words and 
written words traces. The specific emotions activation model included 
angry, happy, sad, fearful and excited emotions as well as brightness, 
loudness, spoken words and written words traces. Presence of each of 
these video features varied widely across the videos, from 2.3% to 75.2% 
of the run time (Appendix A). Mean emotion activation maps (beta 
weights for each model) are shown in Fig. 1, and difference maps are 
in Extended Data Fig. 1. Parcel-level subject-level maps (encompassing 
394 regions from 12 cortical networks and eight subcortical structures) 
were used as features in the support vector machine analyses.

To test if activation patterns were dissociable across emotions, we 
performed support vector classification analysis on the subject-level 
parcel activation maps (one per emotion per video) predicting emo-
tion data labels. We trained each model on parcel-wise activation 
maps from the Discovery sample (n = 424 participants) with 10-fold 
cross-validation and tested on the Replication sample (n = 399 par-
ticipants). Across both the general and specific emotion whole-brain 
models, activation to emotions was classified with high accuracy 
(general: 88% (chance = 50%) and specific: 73% (chance = 20%)), 
indicating that activation patterns to specific emotions are highly 
dissociable. Models performed significantly above chance even 
when non-emotion feature activation maps (brightness, loudness, 
spoken words and written words) were included alongside emotion 
activation maps for model fitting and testing (general: 76% accuracy 
(chance = 20%) and specific: 66% accuracy (chance = 11%)). Full model 
statistics are reported in Table 1. Follow-up permutation-based test-
ing of the emotion-only models revealed that several networks were 

salient cues and interpreting and contextualizing those cues within our 
current state and past experiences11,12. Concepts are theorized to influ-
ence these processes by providing computational shortcuts, allowing 
our brains to make quick assessments and accurate predictions. When 
one considers what cognitive processes are implicated in real-world 
social interactions, we would expect that nearly every cognitive network 
would be necessary for these computations. For instance, consider the 
common experience of hearing an acquaintance tell you a fond story 
about your mutual friend. This interaction is expected to recruit primary 
sensory regions for visual and auditory processing13,14; the saliency, 
cingulo-opercular and attentional networks for alertness, cue detec-
tion and attention15–17; the default mode network for memory, self and 
relational processing18,19; and the frontoparietal network for working 
memory and behavioral organization20. If this is indeed how emotional 
cues are processed in the real world, we would expect there to be distinct 
brain-wide patterns for functionally distinct emotion concepts (for 
example, anger versus happiness) as they require distinct behavioral 
responses. Rather than finding patterns of activation to external emo-
tion cues throughout the brain in line with this theory, small sample 
work examining how static emotional pictures21,22 and positive and 
negative video content23,24 are encoded in the brain has largely identified 
discrete regions or networks. Recent work using single-emotion movie 
trailers or film clips have found representations of emotion-specific 
information in primary sensory regions22,25. Real-world processing is 
more complex than single-valence clips can capture, however. Thus, a 
formal test of how the brain supports real-world emotion processing—
using stimuli that are rich in both content and narrative, with multiple 
emotions presented at once across different characters—has yet to be 
conducted. For that, more narrative and dynamic stimuli are needed 
to activate real-world emotion concepts.

Behavioral work suggests that children develop emotion concepts 
in a broad to specific pattern rapidly across early childhood, learning 
to parse cues for sadness, anger, fear and happiness by around ages 
5–8 years26. Alhough at a slower rate of change, there is evidence that 
emotion concepts continue to change across childhood and early ado-
lescence, with rates of change in emotion inference abilities slowing 
markedly at around ages 15–17 years27–29. Most previous work exami-
ning developmental differences in neural activation to emotional 
stimuli have fewer than 30 individuals in their child group30–36 and/or  
fewer than 10 individuals on average per year of age37–39, and many 
report only amygdala region-of-interest analyses (for a review, see 
ref. 40). Although adults and older adolescents readily conjure what 
static emotional pictures represent, recent work has demonstrated 
that children rely upon social context and learned labels to be able 
to verbalize and identify emotions41,42, consistent with the broader 
literature demonstrating that children rely on social information  
for learning43. Movie stimuli can, therefore, be used to provide full  
narrative context, enhancing ecological validity44–46. Although movies  
still differ from reality in important ways (for example, movies  
have scene cuts, follow a coherent narrative and can use scenery  
or lighting to add to the emotional cues), they offer a considerably  
more naturalistic index of emotion processing over single-valence 
clips or static images. Only two studies have examined activation to 
emotional stimuli using video stimuli in children, both in relation to 
emotional valence23,24. Both samples were small (fewer than 10 children 
on average per year), and neither examined activation to functionally 
distinct emotions, making it difficult to connect these studies to behav-
ioral emotion development. Thus, the potential for using movies to 
examine emotion concept neurodevelopment has yet to be explored.

In this study, we leveraged a large cross-sectional pediatric dataset 
to characterize the brain network activation modulated by emotions 
and how they differ across development. Specifically, we aimed to 
characterize (1) how broad (positive and negative) and specific (angry, 
happy, sad, fearful and excited) emotion concepts are represented in 
the brain; (2) how these representations differ across development; and 
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informative to the model, with brain regions spanning primary sen-
sory and higher-level cortex. Specifically, for the model predicting 
general emotion activation labels (positive and negative), permuting 
the Visual, Default Mode, Somatomotor-Hand and Cingulo-Opercular 
networks each affected the model classification accuracy more than 
random parcels of the same size of the other networks (Fig. 2a), 
suggesting that these networks have unique emotion information  
relative to other brain regions/networks. Interestingly, for the  
specific emotion model (angry, excited, fearful, happy and sad), the 
Visual network had the most unique emotion-specific information  
above and beyond random regions, followed by the Dorsal Attention, 
Ventral Attention, Cingulo-Opercular, Somatomotor-Hand, Cere-
bellum, Fronto-Parietal, Temporo-ventromedial prefrontal cortex 
(VMPFC), Auditory and Default Mode networks (Fig. 2b).

Systematically permuting data from each of these regions/net-
works did not lower accuracy to chance levels, however, suggesting 
that there was still sufficient information throughout the rest of the 
brain to make accurate classifications. To directly examine which 
networks/regions contained sufficient information to classify emo-
tion activation maps at above chance levels, we systematically limited 
Training and Testing data to single networks/regions at a time and 
computed confidence intervals (CIs) using a bootstrapping approach. 
When the activation data were systematically limited to each region/

network, we found that most of the brain had some emotion informa-
tion represented, with parcel activation from 15 of 21 regions/networks 
able to predict general emotion activation labels significantly above 
chance: Visual, Temporo-VMPFC, Fronto-Parietal, Auditory, Ventral 
Attention, Default, Dorsal Attention, Cingulo-Opercular, Cerebellum, 
Somatomotor-Hand, Medial Parietal, Caudate, Somatomotor-Mouth, 
Parietal-Occipital and the Thalamus. For the model predicting specific 
emotion activation labels, activation from each of 14 of 21 networks/
regions alone was able to classify emotion activation labels better than 
chance: Visual, Temporo-VMPFC, Cingulo-Opercular, Ventral Atten-
tion, Dorsal Attention, Auditory, Default Mode, Somatomotor-Hand, 
Fronto-Parietal, Cerebellum, Medial Parietal, Somatomotor-Mouth 
and Salience. Together, these results indicate that emotional content is 
processed throughout the brain in children, with the most unique infor-
mation represented in primary sensory visual and auditory regions as 
well as higher-order associative networks that span the frontal, tempo-
ral and parietal lobes. As a follow-up, we repeated these analyses using 
data for each video separately. Those results are reported in Appendix 
B and largely replicate the main analyses.

Activation patterns are relatively stable across development
To test if activation to general or specific emotions differed across matu-
rity, we performed support vector regression predicting chronological 
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Fig. 1 | Mean activation (model coefficients or betas) to each emotion 
category across both videos. No statistical test was performed on these 
data directly. Top: General emotions. The general emotions were modeled as 

regressors in a GLM predicting BOLD signal alongside brightness, loudness, 
spoken words and written words. Bottom: Specific emotions. The specific 
emotions were modeled as regressors alongside brightness and loudness.

Table 1 | Emotion activation classification

Data labels predicting Chance 
accuracy

Train 
accuracy

Train Test 
accuracy

Test Permuted

95% CI 95% CI P value

General emotion classification

 Positive and negative 50% 89% (81%, 94%) 88% (86%, 89%) <0.001

  Positive, negative, loudness, brightness, spoken 
words and written words

17% 81% (73%, 84%) 76% (74%, 77%) <0.001

Specific emotion classification

 Angry, fearful, sad, happy and excited 20% 76% (68%, 81%) 73% (72%, 75%) <0.001

  Angry, fearful, sad, happy, excited, brightness, 
loudness, spoken words and written words

11% 66% (64%, 76%) 66% (65%, 67%) <0.001

For each analysis, activation maps across the two videos were pooled. Models were trained on data from the RUBIC site (Discovery) using 10-fold cross-validation with participant ID entered 
as a grouping variable and tested on unseen data from the CBIC site (Replication). Support vector classification was highly accurate in distinguishing activation to each general and specific 
emotions across children, suggesting consistency in how activation to each concept is represented across 5–15 year olds.
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age and puberty scores from each emotion activation map. Across 
all models, test sample accuracy was poor as indicated by high mean 
squared error (MSE; 9.27–12.16 for age and 22.21–27.60 for puberty) and 
modest correlations between actual and predicted labels (0.07–0.19), 
suggesting a weak linear association between maturity indices and  
activation, with no meaningful differences between age and puberty 
model performance. Interestingly, we found similar model fits for  
activation to non-emotional content (brightness, loudness, spoken 
words and written words), suggesting modest differences in global  
processing across development that is not specific to a single  
cue modality. Full results are reported in Supplementary Table SC2. 
Using limited data or a curvilinear kernel did not meaningfully improve 
model performance (see Supplementary Table SC2 for full results).

Post hoc examination of parcel-wise correlations with maturity 
confirmed a modest linear association between maturity and activa-
tion (Extended Data Fig. 2), with maturity explaining, at most, 3.8% of 
the variance in parcel-level activation (Age-Activation r2 range: Nega-
tive 0–0.017, Positive 0–0.030, Angry 0–0.020, Happy 0–0.026, Sad 
0–0.023, Excited 0–0.028, Fearful 0–0.023; Puberty-Activation r2 
range: Negative 0–0.029, Positive 0–0.030, Angry 0–0.024, Happy 
0–0.038, Sad 0–0.014, Excited 0–0.030, Fearful 0–0.021).

Synchronization of emotion activation across development
It is possible that linear/curvilinear models are not able to fully capture 
the changes associated with processing complex stimuli (for example, 

if activation variability changes across development rather than mag-
nitude of signal); thus, we also tested if we could identify emotion 
processing-related differences across maturity using a model-free 
approach. Specifically, we sought to test if (1) there were differences 
across maturity not captured by linear/curvilinear models and (2) 
if specific scenes elicited lesser or greater similarity within older/
younger children. To accomplish this, we used inter-subject repre-
sentational similarity and tested if similarity in activation across the 
video (inter-subject correlation (ISC)) corresponded to one of three 
different models of cognitive affective development: nearest neighbor 
(are children proximal in maturity processing the video similarly?), 
convergence (do children process the video more similarly as they 
mature?) and divergence (do children process the video less similarly 
as they mature?). We found the most evidence for convergence in 
parcel-wise activation across both age and puberty, with age fitting the 
data better than puberty as indicated by more significant parcels and 
higher similarity coefficients. Specifically, for each Despicable Me and 
The Present, the convergence models (that is, that activations among 
older children exhibit more similarity than activations among younger 
children) had the most significant parcels and higher similarity coef-
ficients after false discovery rate (FDR) correction (Despicable Me Age: 
176 parcels, 0.01–0.16 rho; The Present Age: 150 parcels, 0.01–0.13 rho; 
Despicable Me Puberty: 38 parcels, 0.02–0.08 rho; The Present Puberty: 
84 parcels, 0.02–0.10 rho). Regions highest in similarity were primar-
ily found in occipital, lateral parietal and temporal cortex, similarly 
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Fig. 2 | Activation classification analysis results. Activation classification 
analysis results for general emotions (Negative and Positive, a) and for specific 
emotions (Angry, Happy, Sad, Fearful and Excited, b). Top left: confusion matrix 
indicating the proportion of correct data labels and incorrect data labels for each 
emotion category in the testing (unseen) dataset. Top right: Parcel-level mean 
importance scores derived from permutation-based analysis. Higher values 
indicate that permuting that data label resulted in a decrease in model accuracy. 
Note that no one parcel permutation causes the model accuracy to drop below 
chance. Bottom left: network/region-level permutation-based importance 
testing results. Null distributions were generated by permutation random parcels 

of the same n as the target network/region. Boxen plots include the median as 
the center of the distribution with each successive level outwards including 
50% of the remaining data in the distribution. Bottom right: mean classification 
accuracy when train/test data are limited to a single region/network. Limiting 
data did not improve model performance for either General or Specific emotion 
classification. The 95% CIs were estimated using a pseudo-bootstrap method in 
which a subset of the testing data was used to estimate accuracy. This procedure 
was repeated 10,000 times, and the resulting distribution was used to estimate 
the CI. SM, Somatomotor.
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to the group-level ISC maps for each video (Extended Data Fig. 3a). 
Similarity statistical maps are shown in Extended Data Fig. 3b–d. We 
compared model fits for each parcel using a bootstrapping approach. 
The results of this analysis are shown in Fig. 3. Parcels that replicated 
across samples for each movie are shown with parcels that replicated 
across movies outlined. Across significant parcels, the convergence 
model was predominantly the best fit, indicating that older children 
had more similar activation patterns to each other when viewing the 
videos than did younger children.

Emotional intensity is associated with increased synchrony
We next sought to examine what specific scenes or content elicited 
increased synchrony in the older age group. Because the convergence 
model of age best fit most parcels in the brain, we then followed up this 
analysis by examining dynamic synchrony (inter-subject phase syn-
chrony (ISPS)) both across the full sample and within the oldest children 
(top 20% by age). Significant parcels were grouped into networks that 
were found to encode emotion-specific information (visual, auditory, 
dorsal attention, ventral attention, cingulo-opercular, default mode 
and fronto-parietal) and averaged across participants for group-level 
peak analysis. We identified scenes at least 5 s long of high network-level 
synchrony across the sample (Fig. 4a and Extended Data Fig. 4). Dif-
ferences in high and low synchrony scenes were examined, revealing 
that scenes higher in emotional intensity elicited increased synchrony 
across the sample and across movies in the visual, ventral attention 
and default mode networks.

Default mode network synchronization across development
A side-by-side comparison of full group dynamic analysis results and the 
results from repeating the analysis in the oldest children only for each 
video indicated yielded three observations. First, although the overall 

range of synchrony was higher for the oldest children, the specific 
scenes that elicited higher synchrony largely overlapped with scenes 
derived from the full sample dynamic synchrony traces for the visual, 
auditory, dorsal attention, ventral attention and cingulo-opercular 
networks. The same number of scenes elicited high synchrony in the 
oldest children as in the full sample for both videos in the fronto-parietal 
network, although the specific scenes did not overlap. Because few 
parcels from the frontoparietal network were significant from the 
inter-subject representational similarity analysis (IS-RSA), we did not 
interpret results from this network further. Finally, the default mode 
network demonstrated the largest relative difference in synchrony 
between the oldest children and the full sample. Specifically, three 
additional scenes evoked higher synchrony in the oldest children that 
did not appear in the full sample analysis. Results from this analysis are 
shown in Fig. 5 and Extended Data Figs. 5 and 6.

Quantitative analysis of the video features under the peaks and 
outside of the peaks indicated that increased synchrony across the 
whole sample and the oldest children was induced during scenes 
depicting negative emotion. Qualitative analysis (Fig. 6) of the scenes 
indicated that the three Despicable Me scenes that induced increased 
synchrony in the older children, and were not identified in the full sam-
ple, were those with multiple layers of implicit emotional information. 
For example, the scene with the highest peak synchrony of the three 
is during the rocket launch, when the minions place a ticket to a ballet 
recital in Gru’s pocket, and Gru quickly gets upset with the minions in 
response. To understand why Gru reacts so strongly in this scene, the 
viewer would have to have understood the inner turmoil that Gru expe-
rienced in the previous scenes. Thus, it is possible that this analysis is 
capturing development in the interpretation and integration stages of 
emotion processing (from the social information processing model11) 
represented in converging activation of the default mode network.
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Fig. 3 | Similarity analysis results. a, Similarity models of development 
examined for each movie and for each maturity metric. b, Best fit models for 
each parcel using chronological age as the metric of maturity. Parcels were 
considered significant if the similarity coefficient (Spearman r, one-sided) was 
FDR-corrected P < 0.05 in both the Discovery and Replication samples. Model 
fits were determined by generating a distribution of similarity coefficients 

(through bootstrapping) and comparing distributions for each model, pairwise 
(two-sided t-test with a permutation-based P value). For each parcel, the model 
with the highest ranking of similarity coefficients was determined to be the best 
fit. Outlined parcels are those that were the same model designation across both 
movies.
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Discussion
In this study, we provide, to our knowledge, the first empirical evidence 
that contextualized emotion processing—which activates emotion 
concepts—is represented throughout the brain in middle childhood 
through mid-adolescence. We demonstrate that activation to each 
general emotion (positive and negative) and specific emotion (angry, 
happy, sad, fearful and excited) cues are highly dissociable, indicating 
well-established concept representation of these emotions in this age 
range. We demonstrate through multiple approaches that concept 
representation shifts modestly across age and puberty, with some 

evidence that older children show more similar patterns of activation to 
video stimuli to each other than do younger children. Dynamic analysis 
revealed that this effect was most profound for the default mode net-
work, with scenes depicting negative emotions evoking increasingly 
similar activation patterns with age. Taken together, our work suggests 
that, across late childhood and early adolescence, there is fine-tuning of 
pre-existing emotion concepts. These findings have important implica-
tions for not only how our brain processes real-world emotions but also 
how to conceptualize risk for emotion dysregulation and the design 
of psychosocial interventions.
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Fig. 4 | Group-level dynamic synchrony results for Despicable Me.  a, Dynamic 
synchrony across the full sample with replicating peaks in synchrony shaded 
purple. Replicating peaks were defined as peaks at least 5 s wide and with a 
prominence higher than the 95th percentile value for that network (permutation-
based P < 0.001) appearing in both Discovery and Replication samples. Parcels 
were limited to those that were significantly correlated across the sample at 
the group level after FDR correction. b, Video feature means within the peaks 
were compared to features outside of the peaks using a two-sided t-test to test if 

specific video features elicited increased synchronization. Plotted features were 
those that were significantly different (two-sided t-test, FDR-corrected P < 0.05). 
Bar plots indicate mean values with overlaid dots of individual data points.  
c, Violin plots of mean synchrony values by network. White dots indicate median 
value; box indicates the 50% interquartile range; and whiskers indicate each the 
upper and lower 25%. The dashed horizontal line indicates the value at permuted 
P < 0.05 after FDR correction. NumChars, number of characters; SaliencyFract, 
fraction of frame containing highly salient content.
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We found evidence that contextualized emotion-specific cues are 
encoded throughout the brain. We were able to classify specific and 
broad emotion concepts with high levels of precision. This suggests 
that there are both shared and distinct activation features of each broad 
and specific emotions, likely capturing shared and distinct functions. 
Notably, every cortical network had some level of emotion-specific 
activation, supporting the social information processing model of 
emotion processing presented in the introduction11 as well as exten-
sions of this framework49. These frameworks use cognitive models of 
emotion processing50,51, which propose that emotions are interpreted 
as context-dependent concepts (for example, anger may be indicated 
by any number of signals) and are, therefore, not localized to any one 
network or region. We observed more widespread activation pattern 
differences than previous work conducted using single-emotion/
valence narrative stimuli22,25,52, replicating and extending their find-
ings. This is likely due to the additional cognitive processes involved 
in understanding contextualized emotions, resulting in a broader 
range of moment-to-moment possibilities that the brain may predict. 
Thus, it is possible that we are capturing this complex cognition nec-
essary for real-world identification of specific emotions in others in 
our results. Our results can also be interpreted to support discrete or 
basic emotion theories, which posit that there is a finite number of core 
emotions each with unique attributes (see ref. 53 for a synthesis). One 
way of interpreting these theories in the context of neural computation  
would be that each core emotion has a unique expression and,  
therefore, would evoke a unique activation pattern regardless of the 
context. Although we did find unique activation patterns to each 

emotion that we examined, we did not define our emotion regressors 
assuming that emotions have unique behavioral cues. Instead, we used 
functional emotion definitions that emphasize context in combina-
tion with behavioral cues. More systematic examination of real-world 
emotion perception is needed to fully disentangle context-dependent 
versus context-independent activation to emotion cues. Another 
interpretation is that discrete or ‘basic’ emotions exist at a level  
in brain circuitry that is shared across species54. By this logic, expres-
sion of these emotions would have distinct presentations, resulting  
in distinct activation of sensory cortex. Although we did observe 
strong emotion-specific signals in sensory cortex in our results, we  
also observed differences across the rest of the brain, suggest-
ing that emotion context is not only a difference of sensory input. 
Emotion-specific information is also modulating activation of 
higher-order cognitive networks, in line with the notion of constructed 
emotion concepts rather than of discrete emotion configuration.

Another interpretation of our results is that it is possible that 
activation to naturalistic emotion cues is innate to some degree. Speci-
fically, the fact that these activation patterns were so consistent across 
the sample with relatively subtle changes across age suggests that 
the basic architecture for processing social emotional cues may be 
present very young, refining quickly across childhood. More research 
is needed to tease apart if our results represent more constructionist 
notions of emotion, discrete emotion theory or something in between. 
Specifically, future work could compare annotations of several longer 
video clips based on functional definitions (as used here) and discrete 
expressions and systematically test which coding schemes capture 
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Fig. 5 | Dynamic synchrony analysis results in the oldest children for 
Despicable Me. a, Network dynamic activation similarity (synchrony) for each of 
the oldest and youngest children in the sample. Included parcels are shown to the 
left of each trace. Shaded areas denote significant increases in synchrony in the 
oldest children (1.5 s.d. above the mean). b, Bar plots of the results from the video 

feature analysis comparing portions of the video within peaks of inter-subject 
synchrony to outside the peaks using a two-sided t-test. Bar plots are of the mean 
with individual datapoints overlaid. Only features that significantly differed (two-
sided FDR-corrected P < 0.05) are plotted.
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more variance in the activation data across ages. Matching these data 
to individual differences in emotion reasoning would also help clarify 
how emotion cues are represented in the brain across development.

We found evidence for only a modest change in activation across 
age, suggesting that the core functional architecture of how contex-
tualized emotion cues are interpreted is already present by the time 
children enter school. Furthermore, similarity analysis revealed that 
the modest differences across age observed were best characterized as 
converging similarity, with older children having more similar activa-
tion patterns than did younger children. This pattern is consistent with 
behavioral work, which has shown that, although children continue to 
develop a shared understanding of what isolated faces represent well 
into late childhood and early adolescence40, young children are able 
to readily distinguish happy, angry, sad and scared emotional states in 
others when provided narrative context41,55–57. It is, therefore, likely then 
that the convergence pattern in the current study indicates that existing 
shared emotion concepts are refined with increasing age. Notably, the 
fact that we observed this convergence across regions of nearly every 
cortical network suggests that refinement may not be limited to single 
facets of emotion stimuli but, rather, the overall gestalt. Interestingly, 
puberty was not as strongly associated with the neural activation data. 
Previous work found an association between pubertal status and emo-
tion processing29,58,59; however, this research did not find a consistent 
association between puberty and activation to specific emotions or 
an association that holds above and beyond associations with age60. 
Thus, our data suggest that activation to emotional content in videos 
is likely capturing the effects of accumulation of life experience on 
emotion processing development rather than pubertal influences. Our 
findings provide support for the constructionist theory of emotional 
development, which posits that children develop shared concepts of 
socially embedded emotions through socialization, language learning 

and improved integration of multi-sensory information in the brain61, 
which enhances children’s abilities to anticipate the consequences of 
emotions in the real world. Because we used functional definitions 
when identifying emotional content and found consistent patterns 
of activation of early-learned emotion concepts across age (and less 
change in relation to puberty than age), our results are in line with 
this theory.

We used adult ratings of functional emotion cues for these data. 
This was done following standard procedures for examining emotion 
reasoning development, where studies typically use the adult judg-
ments as the benchmark against which to judge child judgments5,26. 
Although this methodological decision enables us to use this literature 
to interpret our findings, we would expect individual differences in 
emotion cue perception to color how these cues are encoded. For 
instance, there is evidence to suggest that school-age children (who 
make up the younger end of our age range) tend to accurately label 
emotion cues consistently, assigning a single emotion label to a given 
situation26. Across late childhood and adolescence, however, children 
are increasingly likely to assign multiple possible emotion labels to 
the same set of cues, reflecting a better understanding of individual 
differences in experience27. Although work in adolescents could be 
conducted to tease apart these differences in youth versus adult judg-
ments, it would be difficult to examine age-related differences in emo-
tion cue labeling in young children who may not be as adept at talking 
about emotions at an abstracted level (what emotion is communi-
cated versus what the child feels, for example). Further work is needed  
to develop ways to acquire these data in young children to test 
differences in activation related to adult-defined labels versus 
individual-defined labels.

Similarity analysis from the longer video clip, Despicable Me, 
revealed a striking difference in which scenes elicited greater similarity 
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in default mode activation between the full sample and in the oldest  
children. Intriguingly, scenes that required negative emotional infer-
ence along a longer timescale (that is, remembering previously inferred 
emotional states) induced more similar activation in older children. 
Our findings provide a theoretical extension of previous work exami-
ning mentalizing network—a subnetwork of the default mode net-
work18—development in 3–12-year-old children. Specifically, previous 
work has shown that default mode network activation to movie scenes 
that require inference about a character’s emotional state increases 
with age and with mentalizing skills62. Across childhood and adoles-
cence, the default mode network becomes increasingly modular, with 
increasing intra-network connectivity and decreasing connectivity 
with other networks62,63. Previous work examining a large sample of 
5–12-year-old children found that this change in network connectivity 
was driven by increasing connectivity between the parietal/temporal 
network nodes and the prefrontal nodes63, major hubs of not only  
the default mode network but also of the brain more broadly64.  
Within the context of work conducted in adults64–67, it is likely that this 
change in default mode network modularity across development is 
indicative of improved integration of multi-modal information across 
the brain. Taken together, it is likely that differences across age in 
activation to contextualized emotional stimuli that we observed in the 
default mode network reflect a combination of increased efficiency in 
multi-modal inferences across development and cognitive improve-
ments in emotion inference skills. Considering how commonly default 
mode network dysfunction is observed across psychiatric disorders68–71 
and the default mode network’s proposed role in emotion experience19, 
fully mapping how changes in default mode network activation and 
connectivity shift with emotional development would provide valuable 
insight into how emotion dysregulation emerges. Although we did not 
have measures of subjective experience in this study, previous work 
in adults has found that activation patterns in default mode network 
encodes subjective ratings of valence and arousal19,72,73, whereas studies 
examining discrete emotion states have found brain-wide differences 
in activation during discrete states74–76. This suggests that some of the 
variance in brain-wide activation that we observed is likely individual 
differences in how these emotion cues made the children feel. Using 
facial expressions rather than relying solely on individual ratings, a 
recent study identified the VMPFC as a region capturing individual 
experiences during movie watching77. Interestingly, this region is 
also one of the few regions that we observed to become less synchro-
nized in activation in older children compared to younger children. 
Thus, it is possible that the decrease in synchronization across age 
reflects a greater influence of individual differences in affective expe-
rience during the videos in older children. Further work is needed to  
tease apart how individual differences in subjective experience during 
movie watching relate to how emotion cues are encoded in the brain 
across development.

This study has several major strengths, including (1) a large  
sample size, which is critical for assessing general trends across  
development; (2) use of discovery and replication cohorts in addition 
to FDR correction to maximize replicability and generalization; (3) use 
of multiple video stimuli; and (4) careful video analysis and reporting, 
including of both high-level (emotions, objects, etc.) and low-level 
(brightness, loudness, etc.) video features. A critical limitation of this 
study is that it is not longitudinal; thus, these findings must be inter-
preted as associations with maturity, not development. Although we 
speculate that associations with maturity are reflecting developmen-
tal processes, emotional development is likely highly specific to the 
individual because our previous experiences shape how we interact 
with others in the future. Thus, these trends should be confirmed in 
large, longitudinal and richly characterized samples to better map 
how humans experience affective neural activation to real-world emo-
tions. Additionally, although cartoons are more naturalistic stimuli 
than single-valence clips or pictures, they are imperfect proxies for 

real-life emotion perception. Specifically, cartoon videos often exag-
gerate emotion states in characters or manipulate lighting and color 
palettes to evoke a particular emotion, neither of which is consistent 
with reality. Nonetheless, this work provides a substantial step forward 
to understanding complex and contextualized emotion perception. 
Another important note is that, although there were no associations 
between non-emotional video features and emotional content, we did 
not systematically vary audio-visual features and emotional content. 
We, therefore, cannot completely disentangle non-emotional sensory 
processing from emotion perception. Finally, we do not have measures 
of the children’s subjective experiences or behaviors during the videos. 
Future work should seek to include measures of subjective experience 
to better understand how each child’s experiences color their percep-
tion of external emotion cues.

We present empirical evidence that specific contextualized  
emotion cues are encoded throughout the cortex, cerebellum and 
caudate. We showed that activation to contextualized emotion stimuli 
was fairly stable across development, with modest changes suggesting 
improved integration of multi-modal information as children refine 
their shared conceptual understanding of emotion cues. This work 
has important implications for models of affective neurodevelop-
ment. Further work is needed to longitudinally confirm these trends 
and to map how they may go awry in individuals with socio-emotional 
dysregulation.
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Methods
Study procedures were approved by the Chesapeake Institutional 
Review Board. For participants under the age of 18 years, written  
assent was obtained from the participant, and written consent  
was obtained from the participant’s parent or legal guardian. Monetary  
compensation was provided for time and expenses incurred as a  
result of participating (for example, travel).

Study description
Analyses included data from 823 participants from the first nine releases 
of the Healthy Brain Network (HBN). The HBN study is a large, multi-site 
study of children and young adults ages 5–21 years all collected  
in the New York area. Recruitment, consent and study procedures 
are described in detail at https://fcon_1000.projects.nitrc.org/indi/
cmi_healthy_brain_network/index.html and in the data publication78. 
Of the available datasets, 88% were from two of the four sites; thus, the 
data from the other two sites were excluded. Additionally, because 92% 
of the data were from children under the age of 16 years, and because 
previous work suggests that rates of change of emotion inference and 
reasoning skills sharply decrease at around age 15–18 years79–84, we 
limited our analyses to the 5–15 year olds. Thus, datasets from 2,053 
participants were considered for analysis. Of those data, two were 
removed for intracranial anomalies; 522 were removed for incom-
plete data; and 679 were removed for high motion based on strict data  
processing standards (see the ‘MRI data processing’ subsection).  
Final sample characteristics are included in Supplementary  
Table SC1, and the distribution plots for age and puberty scores are  
in Supplementary Fig. SC2. No power analysis was conducted to  
determine our final sample size, but our sample exceeds those used  
in previous similar analyses.

Magnetic resonance imaging data (MRI)
MRI data from two sites, the CitiGroup Cornell Brain Imaging Center 
(CBIC) and the Rutgers University Brain Imaging Center (RUBIC), were 
considered for analysis. CBIC data were collected on a Siemens 3T 
Prisma scanner, and RUBIC data were collected on a Siemens 3T Trio 
scanner. Both sites used a 64-channel head coil. The MRI data included 
in this analysis were T1-weighted and T2-weighted anatomy scans as 
well as BOLD functional MRI (fMRI). fMRI data were simultaneous 
multi-band echo planar imaging sequences with an 800-ms repetition 
time collected while children watched two video clips during fMRI 
scanning, a 10-min clip from the movie Despicable Me and a 3-min, 
20-s short called The Present. For datasets with multiple T1-weighted 
or T2-weighted images, the image with the least artifact/motion was 
used for processing. Sequence parameters are listed in detail on the 
HBN project website.

MRI data processing
Data were pre-processed using the Human Connectome Project 
minimal processing pipeline47. Additional processing steps were  
carried out using custom-written Python (version 3.8) scripts using the 
numpy85 version 1.21.6, scipy86 version 1.7.3, nibabel version 3.2.1 and 
pandas version 1.1.2 libraries. These scripts are publicly available at  
https://github.com/catcamacho/hbn_analysis.

In brief, structural T1-weighted and T2-weighted data were 
aligned and corrected for both gradient and bias field87 distortions 
before processing through FreeSurfer’s recon-all pipeline88 version 7. 
FreeSurfer-generated surfaces were visually inspected for accuracy, 
and datasets with surface errors were removed from analysis (n = 336). 
Most of the rejected surfaces had motion in either the T1 or T2 image 
and would require substantive manual editing to correct, potentially 
introducing barriers to reproducibility. We, therefore, opted to remove 
these data rather than invest time and resources in manual editing.  
Surfaces were then aligned to template space using multi-modal  
surface matching89 and resampled to 32,000 vertices.

Functional data were corrected for both gradient and bias field87 
distortions, slice time corrected, rigidly realigned, normalized to a 
global mean and masked in volume space. Volumes were next con-
verted into surface space by aligning the cortical ribbon produced 
from the anatomical data processing. In surface space, functional data 
were rescaled to standard units before applying nuisance regression 
and bandpass filtering (0.008–0.1 Hz). Nuisance regressors included 
global signal, six motion parameters (translation and rotation in each 
x, y and z directions), framewise displacement and temporal censor-
ing of volumes with a framewise displacement of 0.9 mm or more, a 
motion cutoff that is found to be optimal for task-based analyses90,91. 
Although movie stimuli have been shown to enhance task compliance 
in children92,93, we employed these strict motion correction procedures 
to avoid motion contamination of inter-subject synchrony signals. For 
each functional run, data were considered usable if 80% of the sequence 
had a framewise displacement of less than 0.9 mm. Finally, the Gordon 
cortical94 and Seitzman subcortical and cerebellum95 atlases were 
applied to the residuals, resulting in a denoised timeseries for 333 
cortical regions representing 12 cognitive networks, 34 subcortical 
regions and 27 cerebellar regions, for a total of 394 parcels for analysis. 
Data were split by site into Discovery/Training (RUBIC, n = 424) and 
Replication/Testing (CBIC, n = 389) samples for analysis.

Video stimuli analysis
Emotional content characterization. Videos were coded and pro-
cessed using the EmoCodes system version 1.0 (ref. 96). The EmoCodes 
system is a tool for characterizing low-level and affective content in 
movies that is both reproducible and externally validated. Two inde-
pendent raters coded each video for faces, body parts and written 
words as well as expressions of negative and positive emotionality of 
each character (Sørensen–Dice similarity = 0.65–1.00), which were 
averaged across raters before applying to further analysis. We refer to 
the ‘negative’ and ‘positive’ emotion codes together as ‘global’ or ‘gen-
eral’ emotions rather than valence because valence typically implies 
that a given cue is either positive or negative, whereas our coding 
allows a given cue to be both. For most of the video frames, however, 
the term valence could still be used accurately to describe the coding 
because it was rare for a given cue to be both negative and positive. 
These global negative and positive codes for each character were then 
combined with character affective intensity codes to create a summary 
measure of overall, frame-by-frame negative and positive emotional 
intensity per externally validated procedures16. Specific emotions that 
are cognitively basic and learned across childhood were also coded for 
each character: anger, fear, excitement, sadness and happiness. Specifi-
cally, for each frame and each character the facial, physical and verbal 
expression of each of these emotions were coded as present or not (1 or 
0, respectively) and then summed for each frame. Just as with general 
emotions, this sum was then multiplied by the character’s intensity 
rating and summed across characters to create a frame-by-frame global 
measure of the intensity of each specific emotion across each video. 
These ratings are shown for each video in Supplementary Fig. SA1.

Low-level video feature analysis. Low-level video features were 
extracted using pliers library version 0.4.1 (ref. 97) via EmoCodes 
Python library version 1.0.10 (ref. 96) and included framewise bright-
ness, visual sharpness, optical flow, fraction of frame containing highly 
salient content, visual vibrance, loudness and a rolling measure of 
tempo. We tested if the coded emotion content timeseries were col-
linear with each of these features using the SummarizeFeatures class 
in the EmoCodes library. Key figures from this report are included in 
Supplementary Fig. SA2. Except for brightness in The Present (positive 
r = 0.39 and negative r = −0.66), none of these features was notably cor-
related with emotion metrics (rs < |0.30|). Notably, none of the variance 
inflation factors exceeded 3 across both videos, suggesting that, even 
with the higher correlation between brightness and positive/negative 
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content, the variables are not so correlated to destabilize a multiple 
regression model. Thus, activation models included the affective 
measure (positive and negative content), brightness and loudness 
(included for thoroughness).

A detailed description of each feature coded in the videos and 
their covariance is included in Supplementary Table SA1. An analysis 
of video features in relation to motion metrics is included in Appendix 
A2 and Fig. SA3.

Estimating activation to emotional content
The positive, negative, brightness and loudness signals were next con-
volved with a double gamma hemodynamic response function (5-s peak 
and 12-s undershoot) for within-subject activation analysis. The trans-
formed regressors were next entered into a GLM, predicting the BOLD 
timeseries for each voxel. Parameter estimate maps from this analysis 
were used in group-level analysis. Sample average activation maps are 
shown in Fig. 1, and difference maps are shown in Extended Data Fig. 1. 
General and specific activated maps were extracted separately: general 
emotion regressors included negative, positive, brightness, loudness, 
written words and spoken words, whereas specific emotion regressors 
included anger, happiness, fear, excitement, sadness, brightness, 
loudness, written words and spoken words. As expected given the 
lack of collinearity with the emotion regressors, including the ‘words’ 
and ‘speaking’ regressors in the activation models did not change our 
main emotion analysis findings. The statsmodels version 0.13.2, scipy 
version 1.7.3, numpy version 1.21.6, nibabel version 3.2.1 and pandas 
version 1.1.2 libraries were used for these analyses.

Emotion activation classification
Support vector machine classification on the activation (beta) maps 
was used to characterize the regions for which activation differentiates  
emotions across the sample. For each analysis, data were split into  
a training and testing dataset by collection site. Support vector  
models were fitted to the training data using 10-fold cross-validation. 
Specifically, the training data were split into 10 partitions, and training 
was conducted on nine partitions before being tested on the tenth. 
This process resulted in 10 models, which were then combined for 
final performance assessment. Final performance was determined 
using the left-out, unseen testing data. Accuracy point estimates 
were obtained based on the correct number of label assignments. A 
pseudo-bootstrapping procedure was used to compute 95% CIs for 
each the training cross-validated accuracy and the final test accuracy to 
provide statistical confidence of these point estimates. This procedure 
involved taking random subsamples from the dataset (of random size n, 
which is between 50% and 75% of the full dataset size) and either train-
ing or testing the models as appropriate. CIs were estimated from the 
resulting distribution of scores. Finally, a P value was assigned to the full 
model performance by permuting the feature set 1,000 times to build a 
null distribution to compare against the accuracy point estimates. This 
procedure was done separately for the general emotion labels (positive 
and negative) and the specific emotion labels (angry, happy, sad, fear-
ful and excited). Results were practically identical regardless of which 
site was used for training or testing. The scikit-learn version 0.24.2, 
numpy version 1.21.6, nibabel version 3.2.1, pandas version 1.1.2 and 
scipy version 1.7.3 libraries were used for these analyses, and seaborn 
version 0.11.1 and matplotlib version 3.4.2 were used for visualization.

Characterize regions that are critical for differentiating affective 
content. Specific parcels, regions or networks that are critical for the 
models to identify emotion labels were systematically permuted, and 
the change in accuracy (original minus new) was recorded. Specifically, 
activation for either each parcel (for example, L_visual_1 and L_putamen)  
or each network or subcortical region label (for example, visual  
and putamen) was permuted by shuffling the values associated  
with that label or labels among datasets, and the model was retrained 

1,000 times to create a distribution of accuracy change scores, with 
positive numbers indicating that the permuted model did a poorer job 
of identifying the emotion labels. As a control for network/region-level 
approach, we also repeated this procedure permuting random labels 
of the same number of parcels as were included in the previously 
described analysis, because each cognitive network and subcorti-
cal region set are not of equal sizes (for example, visual network is 
composed of 39 parcels, whereas the pallidum has only two parcels, 
right and left). In other words, we sought to differentiate changes in 
accuracy due to missing specific information (the network or region) 
versus missing that amount of information (the n parcels permuted). 
Both distributions were plotted, and regions/networks with a mean 
accuracy change score that did not overlap with the null distribution 
was considered ‘important’ for model accuracy.

Characterize which networks are sufficient for differentiating 
affective content. Another important question is whether a specific 
network or region is sufficient for predicting emotion labels or if the 
multivariate information is critical for classification. To test this, we 
also completed the model fitting procedures described earlier on 
datasets limited to each network or region.

Identify inter-subject similarities in activation to the videos
ISC analysis. We computed inter-subject activation similarity across 
each video by computing the ISC following standard procedures98,99. 
Raw P values were assigned from a null distribution of 10,000 ISC 
values derived from shuffled raw data. Bonferroni FDR correction 
was applied, and parcels significant across both the Discovery and 
Replication samples were considered regions of similarity in activation 
across the sample. Significant parcels from this analysis are reported in 
Extended Data Fig. 3. This analysis was performed to compare against 
the maturity inter-subject representational analysis results.

Dynamic similarity analysis. Dynamic inter-subject similarity was 
computed using ISPS analysis100,101 to identify which scenes induced 
similar changes in activation across the sample (that is, increased 
inter-subject synchrony). ISPS was computed using previously estab-
lished procedures100. For each parcel and for each participant, activa-
tion timeseries were z-scored, and phase angle was computed using a 
Hilbert transformation. This approach emphasizes the change in signal 
over the absolute magnitude of signal at each timepoint, allowing for 
comparisons in dynamic processing without the confound of differ-
ences in arbitrary signal units. Next, pairwise phase synchrony was 
computed as 1 minus the sine of the difference in phase angle between 
the two participants, resulting in a measure between 0 and 1 for each 
pair at each timepoint, with 1 indicating perfect synchrony. To identify 
specific timepoints when children were more in sync in activation, pair-
wise ISPS was averaged across networks and then across participants. 
Raw P values were assigned to each synchrony value by comparing the 
value to a distribution of null synchrony values created by permuting 
the original pre-processed data. To be considered a significant peak, 
the peak had to be at least 5 s wide with a prominence of Bonferroni 
FDR-corrected P < 0.05 detected using the scipy find_peaks function 
and had to appear in both the Discovery and Replication samples. To 
ensure that the peaks being detected were indeed the highest syn-
chrony, if the synchrony threshold at FDR-corrected P < 0.05 was less 
than the value at the 95th percentile, the latter was used to define the 
peak prominence threshold instead.

Characterize linear and curvilinear activation differences 
across development
Support vector regression analysis was used to test if activation to 
specific emotion categories differs across development (either chrono-
logical age or pubertal stage). Pubertal stage scores were derived from 
the Peterson Puberty Scale102 using standard scoring procedures, 
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resulting in scores ranging from 5 to 20. As expected, age and puberty 
scores were highly correlated (r = 0.76, P < 0.001). Just as with the sup-
port vector classification analyses, data were split into a training and a 
testing dataset by collection site; models were fitted to the training data 
using 10-fold cross-validation; and final performance was determined 
using the left-out, unseen testing data. We computed parametric and 
non-parametric correlations as well as the MSE between actual and 
predicted data labels as model performance metrics. CIs were assigned 
using the same procedures as used in the classification models. MSE P 
values were assigned using the permutation-based approach described 
in the previous section. P values for the correlation statistics were com-
puted per standard procedures. Analyses were completed using a linear 
support vector kernel and a curvilinear kernel (radial basis function 
kernel) to test for each association between activation and maturity.

Test if maturity can be predicted from activation. Activation maps 
from each emotion (positive, negative, angry, happy, sad, fearful and 
excited) were used as separate feature sets to predict each maturity 
measure (age and puberty) for a total of 14 emotion models. Like the 
classification analyses, first whole-brain activation was used to pre-
dict each chronological age and puberty scores, followed by post hoc 
permutation-based importance testing. Model-fitting procedures 
were then repeated, limiting the dataset to a specific region/network 
to test if information from each is sufficient for predicting maturity.

Specificity analyses and control analyses. Activation maps from 
each low-level (brightness and loudness) and non-emotion higher-level 
(spoken words and written words) feature included in the first-level 
activation models were used as separate features sets to predict each 
maturity metric using the same procedures as in the emotion analyses. 
Additionally, we tested if we could predict motion (mean framewise 
displacement) from each emotion (negative, positive, angry, fearful, 
excited, sad and happy) activation map.

Inter-subject similarity across development
We also tested if maturity was best captured using a nonlinear, 
model-free approach through similarity analysis. This approach com-
plements the activation classification analysis; in the classification 
analysis, we used video features to extract activation, whereas, in this 
similarity analysis, we used activation patterns to identify what video 
content induces maturity-related differences in activation. To do this, 
we examined the association between the inter-subject similarity in 
activation across each movie (ISC) and the below maturity models using 
IS-RSA103. Maturational similarity was computed in three ways, each 
testing a different hypothesis of how cognitive affective processing 
changes with age or puberty:

 (1) Nearest neighbor: children of similar maturity will process 
complex socio-emotional stimuli similarly (metric: sample 
maximum minus pair absolute difference)

 (2) Divergence: younger children process complex 
socio-emotional stimuli more similarly, with divergence across 
development representing effects of individual differences in 
experience (metric: sample maximum minus pair average)

 (3) Convergence: older children process complex socio-emotional 
stimuli more similarly, representing convergence on a shared 
social concept (metric: pair minimum)

IS-RSA of ISC data. We computed ISC across each video follow-
ing standard procedures98,99. First, we computed the pairwise ISC in  
activation timeseries on a parcel-wise basis. Next, the maturity simi-
larity ratings were each correlated with the parcel-wise ISCs. P values  
were assigned using a Mantel test104 with FDR correction. Specifically, 
the maturity ratings were systematically shuffled before analysis 
10,000 to create a null distribution. P values were estimated from  

this permuted distribution, and the significance threshold was deter-
mined using a Bonferroni FDR for two independent samples. The exact 
same procedures were conducted for each video, with only parcels 
that were significant for both the Discovery and Replication samples 
reported in the results.

We then compared model fits for each parcel using a bootstrap-
ping approach. Specifically, we ranked the model point estimates  
for each parcel. If the parcel was significant for more than one model, 
we used a bootstrapping method to generate a distribution of  
similarity coefficients for each of the two models and a t-test to  
compare estimates. If one model’s point estimates were significantly 
higher than the other, that model was assigned for that parcel. We also 
compared the winning models for each parcel between videos and 
additionally report those that were consistent.

IS-RSA of ISPS data. ISPS was computed using previously established 
procedures100,101. In brief, activation timeseries were z-scored, and 
phase angle was computed using a Hilbert transformation for each 
parcel and each participant. This approach emphasizes the change in 
signal over the absolute magnitude of signal at each timepoint, allowing 
for comparisons in dynamic processing without the confound of dif-
ferences in arbitrary signal units. Next, pairwise phase synchrony was 
computed as 1 minus the sine of the difference in phase angle between 
the two participants, resulting in a measure between 0 and 1 for each 
pair at each timepoint, with 1 indicating perfect synchrony.

Dynamic IS-RSA was guided by the ISC IS-RSA results. We limited 
the parcels to those that were significant for the prevailing develop-
mental model. Because there were numerous cortical parcels spanning 
cognitive networks and no significant subcortical or cerebellar regions, 
we then grouped the significant parcels based on cognitive network 
and averaged for further analysis. Furthermore, because age captured 
variance in the data better than puberty based on the total number of 
parcels and magnitude of IS-RSA similarity, we did not examine puberty 
further. Next, we grouped the samples based on the prevailing devel-
opmental model to capture developmental differences in activation 
similarity across the sample. Because the Convergence model was the 
best fit across the majority of significant parcels, we, therefore, exam-
ined dynamic changes in cognitive network synchrony in the oldest 
children (top 20% by age) to compare to the full sample results for each 
sample and each video (Despicable Me Discovery = 12.63–15.90 years; 
Despicable Me Replication = 13.85–15.97 years; The Present Discov-
ery = 12.95–15.99 years; The Present Replication = 13.46–15.97 years). 
ISPS data were averaged across the oldest children, and the same peak 
detection procedures used in the full sample were applied (minimum 
peak width of 5 s, prominence of FDR-corrected P < 0.05). Nearly the 
full timeseries was above the peak threshold in the oldest children, 
however, so we adjusted the minimum to 1.5 s.d. above the mean for 
each network to identify scenes of relatively high synchrony. As with 
the full sample, peaks must be present in both the Discovery and Rep-
lication samples to be considered significant.

Scene analysis
To determine if specific video features elicited greater similarity 
in children of similar ages, we conducted t-tests comparing coded  
video features from video segments identified in the previous  
section compared to other sections. Features were time-shifted six 
repetition times (4.8 s) to account for the delay in the hemodynamic 
response before conducting t-tests comparing the ratings within the 
identified peaks to ratings outside of the peaks. Only features that 
were significantly different (FDR-corrected105 P < 0.05) are reported 
and plotted.

Reporting summary
Further information on research design is available in the Nature Port-
folio Reporting Summary linked to this article.

http://www.nature.com/natureneuroscience
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Data availability
MRI data: The first nine releases of the Healthy Brain Network Biobank, 
an open dataset, were used in these analyses. These data are available at 
http://fcon_1000.projects.nitrc.org/indi/cmi_healthy_brain_network/
sharing_neuro.html.
Video codes: The codes for the videos obtained using the EmoCodes 
system are available at https://emocodes.org/datasets/.

Code availability
Pre-processing was carried out using the Human Connectome Project  
minimal processing pipeline (available at https://github.com/
Washington-University/HCPpipelines). Additional processing, analyses  
and plotting were carried out using custom scripts written in Python 
3.7.2 (available at https://github.com/catcamacho/hbn_analysis) using 
the numpy version 1.21.6, scipy version 1.7.3, nibabel version 3.2.1 and 
pandas version 1.1.2 libraries. Analyses were carried out using the pliers 
version 0.4.1, statsmodels version 0.13.2 and scikit-learn version 0.24.2 
libraries. Plotting was carried out using the seaborn version 0.11.1 and 
matplotlib version 3.4.2 libraries.
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Extended Data Fig. 1 | Emotion-specific activation differences maps. (a) Difference maps for general emotions (column minus row). Mean activation maps are 
shown on the diagonal. (b) Difference maps for specific emotions (column minus row). Mean activation maps are shown on the diagonal.
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Extended Data Fig. 2 | Parcel-wise Pearson Correlations between 
chronological age and activation to each emotion. Age explained at most 
3.8% of the variance in parcel-level activation (Age-Activation r2 range: Negative 
0-0.017, Positive 0-0.030, Anger 0-0.020, Happy 0-0.026, Sad 0-0.023, Excited 

0-0.028, Fearful 0-0.023; Puberty-Activation r2 range: Negative 0-0.029, Positive 
0-0.030, Anger 0-0.024, Happy 0-0.038, Sad 0-0.014, Excited 0-0.030, Fearful 
0-0.021).
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Extended Data Fig. 3 | Significant parcels and similarity coefficients for 
each model of maturation after FDR correction. (a) Average inter-subject 
correlations for each parcel for each movie. Significant parcels (one-sided 
Pearson’s r; permutation based and FDR-corrected p < 0.05) are outlined in black. 

(b) Significant parcels and their coefficient magnitudes for the Convergence 
similarity model of maturation. (c) Significant parcels for the Nearest Neighbor 
and (d) Divergence models of maturation across chronological age and puberty.

http://www.nature.com/natureneuroscience


Nature Neuroscience

Article https://doi.org/10.1038/s41593-023-01358-9

Extended Data Fig. 4 | Full sample dynamic analysis results for The Present. 
(a) Dynamic synchrony across the full sample with replicating peaks in synchrony 
shaded purple. Peaks at least 5 seconds wide and with a prominence higher than 
the 95th percentile value for that network (permutation-based p < 0.001). Parcels 
were limited to those that were significantly correlated across the sample at 
the group level after FDR correction. (b) Video feature means within the peaks 
were compared to features outside of the peaks using a two-sided t-test to test if 

specific video features elicited increased synchronization. Plotted features were 
those that were significantly different (FDR-corrected p < 0.05). Bars are plotted 
at the mean with dots indicating each measure used in computing the mean.  
(C) Violin plots of mean synchrony values by network. White dots indicate 
median value, the box the 50% interquartile range, and the whiskers each the 
upper and lower 25%. The dashed horizontal line indicates the value at permuted 
p < 0.05 after FDR correction.
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Extended Data Fig. 5 | Dynamic Synchrony analysis results in the oldest 
children for The Present. (a) Network dynamic activation similarity (synchrony) 
for each the oldest and youngest children in the sample. Included parcels are 
shown to the left of each trace. Shaded areas denote significant increases in 
synchrony (1.5 standard deviations above the mean) in the oldest children.  

(b) Bar plots of the mean value show the results from the video feature analysis 
comparing portions of the video within peaks of inter-subject synchrony  
to outside the peaks. Dots overlaid on the bar plots indicate each measure  
used in computing the mean Only features that significantly differed after  
FDR-correction are plotted.
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Extended Data Fig. 6 | Network-wise dynamic similarity plots for 3 age groups: oldest, middle, and youngest, for each movie. Included parcels are shown to the 
left of each trace. Shaded areas denote significant increases in synchrony (1.5 standard deviations above the mean) in the oldest children.

http://www.nature.com/natureneuroscience
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Nature Portfolio wishes to improve the reproducibility of the work that we publish. This form provides structure for consistency and transparency 

in reporting. For further information on Nature Portfolio policies, see our Editorial Policies and the Editorial Policy Checklist.

Statistics
For all statistical analyses, confirm that the following items are present in the figure legend, table legend, main text, or Methods section.

n/a Confirmed

The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement

A statement on whether measurements were taken from distinct samples or whether the same sample was measured repeatedly

The statistical test(s) used AND whether they are one- or two-sided 

Only common tests should be described solely by name; describe more complex techniques in the Methods section.

A description of all covariates tested

A description of any assumptions or corrections, such as tests of normality and adjustment for multiple comparisons

A full description of the statistical parameters including central tendency (e.g. means) or other basic estimates (e.g. regression coefficient) 

AND variation (e.g. standard deviation) or associated estimates of uncertainty (e.g. confidence intervals)

For null hypothesis testing, the test statistic (e.g. F, t, r) with confidence intervals, effect sizes, degrees of freedom and P value noted 

Give P values as exact values whenever suitable.

For Bayesian analysis, information on the choice of priors and Markov chain Monte Carlo settings

For hierarchical and complex designs, identification of the appropriate level for tests and full reporting of outcomes

Estimates of effect sizes (e.g. Cohen's d, Pearson's r), indicating how they were calculated

Our web collection on statistics for biologists contains articles on many of the points above.

Software and code

Policy information about availability of computer code

Data collection Software files used to collect these data are included on the study website: http://fcon_1000.projects.nitrc.org/indi/

cmi_healthy_brain_network/MRI%20Protocol.html

Data analysis Preprocessing was carried out using the Human Connectome Project minimal preprocessing pipeline (available at https://github.com/

Washington-University/HCPpipelines).  Additional processing and analyses were carried out using custom scripts written in python 3.7.2 

(available at: https://github.com/catcamacho/hbn_analysis) using the numpy v1.21.6, scipy v1.7.3, nibabel v3.2.1, and pandas v1.1.2 libraries. 

Analyses were carried out using the pliers  v0.4.1, statsmodels v0.13.2, and scikit-learn v0.24.2  libraries. Plotting was carried out using the 

seaborn v0.11.1 and matplotlib v3.4.2 libraries.
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Data

Policy information about availability of data

All manuscripts must include a data availability statement. This statement should provide the following information, where applicable: 

- Accession codes, unique identifiers, or web links for publicly available datasets 

- A description of any restrictions on data availability 

- For clinical datasets or third party data, please ensure that the statement adheres to our policy 

 

fMRI and behavioral data are available as the first 9 releases of the Healthy Brain Network Biobank dataset.  Video codes obtained using the EmoCodes system are 

available at https://emocodes.org/datasets/.

Human research participants

Policy information about studies involving human research participants and Sex and Gender in Research. 

Reporting on sex and gender We report the sex distribution for the sample in Table SC1. We did not select for a specific distribution of sex or gender in this 

study. We also did not test for sex-specific effects since there is no previous work indicating consistent sex differences in 

emotion processing. Rather, the previous literature points to differences on the basis of experience or age rather than sex or 

gender. 

Population characteristics Participants included children ages 5-to-15 years of age. Approximately 60% of the sample was male. No genotyping or 

treatment-related data were used in this study. 

Recruitment Because this is an open dataset, we refer the reader to the study website for more information: http://

fcon_1000.projects.nitrc.org/indi/cmi_healthy_brain_network/Recruitement.html

Ethics oversight Study ethical oversight was provided by the Child Mind Institute and the site institutional review boards.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

Field-specific reporting
Please select the one below that is the best fit for your research. If you are not sure, read the appropriate sections before making your selection.

Life sciences Behavioural & social sciences  Ecological, evolutionary & environmental sciences

For a reference copy of the document with all sections, see nature.com/documents/nr-reporting-summary-flat.pdf

Behavioural & social sciences study design
All studies must disclose on these points even when the disclosure is negative.

Study description The Healthy Brain Network Biobank is a large multi-site quantitative study directed by the Child Mind Institute in New York with the 

goal of creating a richly phenotyped and multimodal sample from 5-21 year old youth (target N=10,000) to advance pediatric 

psychiatry and neuroscience research. Briefly, children and their parents were recruit to take part in 3 in-person visits during which 

they underwent neuroimaging, cognitive and behavioral assessments, clinical interviews, and completed questionnaires.

Research sample The sample used in this paper is N=823 children ages 5-15 years who are a subsample of the data from the first nine releases. The 

first 9 releases include MRI data from 2,232 individuals.  We removed 179 individuals who were ages 16 or older then further 

removed individuals with 1) missing fMRI sequences, 2) intracranial anomalies, or 3) too much motion to analyze, leaving 823 for our 

final analysis. This is not a representative sample of the United States as a whole. We chose this sample because of the large sample 

size and use of emotional videos.

Sampling strategy The Healthy Brain Network uses a community-referred model, oversampling for children ages 5-12 years. Advertisements appeal to 

parents who may be concerned about a specific behavior in their child, though meeting criteria for a psychiatric symptom was not 

inclusion criteria for this study (see http://fcon_1000.projects.nitrc.org/indi/cmi_healthy_brain_network/Recruitement.html for 

more information). The current sample is therefore enriched for a full spectrum of psychopathology symptoms relative to the public, 

(though the psychopathology data are beyond the scope of this analysis. More details can be found here: http://

fcon_1000.projects.nitrc.org/indi/cmi_healthy_brain_network/About.html

Data collection Details on how MRI data were collected can be found here: http://fcon_1000.projects.nitrc.org/indi/cmi_healthy_brain_network/

MRI%20Protocol.html 

Details on maturity (age and puberty) data collection can be found here: http://fcon_1000.projects.nitrc.org/indi/

cmi_healthy_brain_network/Pheno%20Protocol.html 

Procedures relevant to this manuscript are as follows: Briefly participants underwent fMRI while watching emotionally evocative 
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videos and reported on child age. At a separate session, parents  reported on child pubertal stage. We do not have information about 

whether or not researchers were blinded to all information about the child, however since the MRI visit was conducted before the 

other behavioral visits, we can reasonable assume that these data were collected blinded to other information. There were no 

experimental conditions for researchers to be blinded to. 

Timing Data collection is ongoing.  We did not determine our sample based on data collection efforts.

Data exclusions We removed 179 individuals who were ages 16 or older due to previous work indicating that emotion reasoning is well-developed by 

mid to late adolescence and due the the poorer representation of the 16-21 ages in the available data (less than 10 subjects per year 

per site). We further removed individuals with 1) missing fMRI sequences (522), 2) intracranial anomalies (N=2), or 3) too much 

motion to analyze (N=679), leaving 823 for our final analysis.  These criteria we established prior to data processing. 

Non-participation We do not have information on who declined to participate available in the released data. We only have information on participants 

who chose to participate in the study. 

Randomization N/A. There is no experiment, condition designation, or treatment involved in this study. This study utilized a quantitative, 

observational design. 

Reporting for specific materials, systems and methods
We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material, 

system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response. 

Materials & experimental systems

n/a Involved in the study

Antibodies

Eukaryotic cell lines

Palaeontology and archaeology

Animals and other organisms

Clinical data

Dual use research of concern

Methods

n/a Involved in the study

ChIP-seq

Flow cytometry

MRI-based neuroimaging

Magnetic resonance imaging

Experimental design

Design type Children watch 2 video clips during fMRI.  Children were instructed to watch the videos.

Design specifications N/A

Behavioral performance measures N/A

Acquisition

Imaging type(s) Structural MRI for preprocessing, functional MRI for analysis

Field strength 3T

Sequence & imaging parameters Imaging parameters for each site are detailed in the study protocols: http://fcon_1000.projects.nitrc.org/indi/

cmi_healthy_brain_network/MRI%20Protocol.html

Area of acquisition Brain (whole head)

Diffusion MRI Used Not used

Preprocessing

Preprocessing software Data were processed using the Human Connectome Project minimal preprocessing pipeline. Subsequent denoising was 

carried out using custom scripts written in python

Normalization Data were normalized to MNI surface and volume space using the HCP pipeline.

Normalization template MNI305
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Noise and artifact removal motion parameters, global signal, framewise displacement, and temporal censoring of high motion volumes were included in 

nuisance regression for each fMRI timeseries 

Volume censoring Volumes with a framewise displacement greater than 0.9mm were censored.

Statistical modeling & inference

Model type and settings We used three kinds of analyses: 1) support vector machine learning, 2) inter-subject representational similarity and 3) 

dynamic similarity analysis. For the support vector machine learning analysis, we used a linear kernel and re-ran the same 

models using a nonlinear kernel (RBF). All other model settings were left as the default for the scikit-learn library. 

Effect(s) tested We tested 1) if we could accurately label emotions from their activation maps across the sample using support vector 

classification, 2) if we could predict maturity (age or puberty) from activation maps using linear or curvilinear support vector 

regression, 3) which nonlinear developmental model best fit the activation data, and 4) which scenes are processed 

differently in older versus younger children.  Together, these tests inform how the brain encodes schematic emotional 

information that is presented fully in context and how activation to emotional cues may shift across development.

Specify type of analysis: Whole brain ROI-based Both

Statistic type for inference
(See Eklund et al. 2016)

No clustering was conducted.  Analyses were performed at the parcel level.

Correction We used Bonferroni FDR correction on p-values obtained via permutation-based approaches and took a discover/replication 

approach to ensure generalization of results. P-values obtained from standard t-tests were corrected using Benjamini-

Hochsberg FDR correction (this only applies to the video feature peak analysis as all other analyses used a permuted p-value 

and Bonferroni-style FDR correction).

Models & analysis

n/a Involved in the study

Functional and/or effective connectivity

Graph analysis

Multivariate modeling or predictive analysis

Multivariate modeling and predictive analysis Data analyses were performed on parcel-level maps and no further data reduction was completed prior to 

data analysis. All analyses were carried out using a discovery and replication approach to ensure 

generalization of findings. 

Support vector models: independent variables/features were the whole brain parcel-level activation maps 

and the dependent variable was either the activation map label (classification models) or the participant age/

puberty stage (regression models). Significant features were identified by systematically permuting parcel 

and network-level activation and noting the change in model accuracy. Follow-up analyses were conducted 

on regions/network subsets of the features to test if that region or network was sufficient to train an 

accurate model. 

Inter-subject representational similarity analysis (IS-RSA): Here, the similarity between participants in parcel 

level activation time series (neural similarity) was compared to the similarity in maturity (maturational 

similarity). This approach is model-free, thus there are no dependent or independent variables. 
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